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Abstract

For a visual speech therapy aid to be useful, its displays must distinguish unacceptable from
acceptable speech utterances. Whilst a large number of visual speech therapy aids have been
developed, very few have been tested adequately. A Visual Display Test is being developed to
assess the visual displays of the CASTT, a computer-based aid developed at the University of
Canterbury. The evolution of this test is reported in this paper.

INTRODUCTION

A computer-based real-time speech therapy aid has been developed at the University of Can-
terbury. The aid, the CASTT, consists of an IBM-PC XT, a special purpose speech board, a
microphone and seven speech analysis modules (Watson et al., 1990). An eighth module, the
Phoneme Plotter, has recently been developed.

Throughout its development the CASTT has been extensively trialed by fifteen speech therapists
in the Christchurch region. The feedback from the therapists strongly suggests that the CASTT
Is instrumental in the improvement of some of their clients’ speech. In the past it has been usual
practice at this stage in the development of a computer-based speech therapy aid to perform an
evaluation of the aid obtaining quantitative data on the aid’s effectiveness in improving clients’
speech. :

"The quantitative assessments of other computer-based speech therapy aids in the past have in-
variably established that clients who use a computer based aid in speech therapy correct their
speech impediments more quickly than those clients who use conventional methods (for example
Stark (1972), Bate et a§(1982) and Arends et a/(1991)). However never were any reasons given as
to why this should be the case. The noted improvements could have been due to the therapists
and the clients correctly interpreting the visual displays, or merely due to the clients being moti-
vated by the special treatment they were getting in using a novelty aid. In addition it was never
established from these assessments, whether therapists use the visual information on the screen
to assess the client’s speech or whether they use the information to merely reinforce what they
have already heard.

To date there has been very little research on whether the users actually understand the displays
of visual computer-based speech therapy aids or, how to test that the information obtained from
the displays will be useful in speech therapy. Before quantitative data is collected to establish
whether the use of the CASTT in speech therapy enables the speech impaired to correct their
speech errors, it is important to establish that correct and incorrect pronunciation can be identified
from the visual displays of the CASTT. The purpose of this paper is to propose a visual display
test that could be used to assess the potential of a computer-based speech therapy aid.

ASSESSMENT OF VISUAL DISPLAYS OF COMPUTER-BASED SPEECH THERAPY AIDS

A few researchers, such as Bargstadt et al (1978) and Maki et ol (1981), have made some attempt
al assessing the displays of specific visual speech aids. Bargstadt et al (1978) investigated the
success rate of five trained subjects in identifying the eight English fricatives from visual patterns
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of the Video Articulator (the patterns were similar to Lissajous figures). Maki et al (1981) were
interested in the visual displays of the Speech Spectrographic Display. They investigated whether
hearing-impaired subjects conld identify which of two utterances was the better pronounced from
the visual displays and whether the subjects could correctly relate the visual patterns to selected
articulatory events (Maki et al., 1981).

Whilst Bargstadt et al’s assessment checked the consistency of the visual patterns for specific
sounds it did not establish that the aid was able to detect ervors in speech. The assessment of
Maki et al did establish this and what is more it sought to establish that the subjects could relate
the visual patterns to speech characteristics. Aun evaluation of this sort could be carried out on
the visual displays of the CASTT. One complication would be the number of speech errors that
the CASTT would have to be tested for.

The errors in speech fall into three categories, articulation, phonation and fluency(Skinner and
Shelton, 1978). Research cited by Braeges and Houde (1982) has demonstrated that there are
around 600 types of common speech errors. The CASTT should be able to detect all of these
errors because it has modules that visually display prosodic and paralinguistic features of speech
(the Voice Pitch Tracker, the Vocal Intensity Module and the Concurrent Pitch and Loudness
Module and the Sustained Phonation Module) and modules that visually display the phonemic
features of speech (the Spectrogram Module, Fricative Monitor, Vocal Tract Reconstruction and
Phoneme Plotter Modules). To test the visual displays of the CASTT for the common 600 speech
errors would take a considerable amount of time

The Short Test Of Elementary Error Discrimination

There is one possible visual display test proposed in the literature that could be carried out on
the CASTT. Braeges and Houde (1982) basically extended Maki et al’s ideas and have developed
a test called the Short Test of Elementary Error Discrimination (STEED). The STEED utilises
a list of 29 elementary speech errors, which are representative of the 600 common speech errors.
Each of these 29 errors is highlighted by a target utterance and an error utterance. The pairs of
target and error utterances differ in only one aspect of speech (e.g. articulation intensity, speech
quality, etc).

The Elementary Error list can be subdivided into six sets. Each set contains a certain type
of speech error. The sets are : the Articulatory Intensity Set which represents errors resuli-
ing in intensity change due to misarticulation (as opposed to suprasegmental aspects); the
Voiced/Unvoiced Set which represents errors in the voice/unvoiced distinction; the Nasality Set
which represents errors in nasality; the Articulation Substitution Set which represents errors in
phoneme substitution; the Suprasegmental Set represents errors in suprasegmental aspects of
speech; and finally the Speech Quality Set which represents errors in speech quality. Table 1
contains some examples of the twenty nine speech errors and the speech pairs ( made up of a
target and error utterance) that exemplify the errors.

Braeges and Houde believed that, for each elemnentary error, if a user could differentiate between
the target and error utterance pairs which exemplified it, using a visual speech aid display,
then the aid could effectively be used in therapy for all the common speech errors (Braeges and
Houde, 1982).

However, Braeges and Houde's STEED neglected to test for the consistency and repeatahility
of an aid’s visual pattern when two utterances are the same. Certainly it is imperative that
the difference hetween two utterances which differ in one aspect of speech, such as a phoneme
or piteh, (henceforth referred to as a “different-speech pair”) should be immediately noticeable
from the displays of a visual speech aid. It is also desirable that two utterances with the same
phoretic transcription and prosodic features (henceforth referred to as a “same-speech pair”)
be seen as more similar than any different-speech pair. Of course, this criterion of “sameness”
cannot be satisfied by all same-speech pairs, because there will always be some different-speech
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Excerpts From The Elementary Error Speech List
Articulation Intensity Set

Detects the release of a complete articulatory closure hoo/hoot
Distinguishes sounds whose speech envelopes differ in initial or  ban/ran
final rate of change

Voiced/Unvoiced Set
Distinguishes sustained voice fricative sounds from unveiced frica- Sue/zoo
tive sounds

Nasal Quality Set
Detects errors in the timing of the velar closure or release in nasal me/mbee
sownds.

Articulation Substitution Set
Distinguishes s/[  substitutions see/she
Distinguishes far-neighbour back vowel substitutions do/door
Suprasegmental Set
Distinguishes differences in terminal pitch contour now ?/now ! {emphasized)
Speech Quality Set- use any short phrase, vary trials by test measure only
Distinguishes error of excessive loudness Normal loudness/ Too loud

Table 1: Examples of some of the speech pairs in the speech list proposed by Braeges and Houde
which are representative of the common speech errors

pairs straddling the boundary between acceptable and unacceptable utterances which are more
similar than the same-speech pairs spanning the region of acceptable utterances.

THE VISUAL DISPLAY TEST

A new test, the Visual Display Test (VDT) is being developed to investigate the displays of the
CASTT. It has been adapted from the STEED. In a preliminary test, the visual displays resulting
from both same- and different-speech pairs were shown to participants. From the displays the
participants were required to identify the speech pair type. The same- and different-speech pairs
were obtained from the elementary error lists.

The Modification Of The Speech List Which Represents The Elementary Errors

A few modifications had to be made to the target and error utterance pairs in the Elementary
Error list, for it to be used with the CASTT. The original target and error ntterance pair examples
had been designed for American English. Only one of the utterance pairs in the list had to be
changed for it to be applicable for New Zealand English. This speech list will henceforth be
referred to as NZ-SL1.

The Elementary Error list, and hence NZ-SL1, was designed to assess the visual aids which
displayed speech characteristics as they varied with time. Hence it could be used to test the
Voice Pitch Tracker, the Vocal Intensity module, the Concurrent Pitch and Loudness module,
the Spectrogram mwodule and the Sustained Phonation module of the CASTT. The other three
modules - the Fricative Monitor, the Vocal Tract Shape Reconstruction Module and the Phouneme
Plotter - display speech characteristics for an instant of speech only. Thus a second elementary
error list was compiled to test these latter modules, henceforth called NZ-SL2. This list only
contained twelve elementary errors. All the speech errors that involved aspects of time were
removed. For example from table 1 “me/mbee” highlights errors in timing of velar closure or
release in nasals(Braeges and Houde, 1982). Similarly the elementary errors of the suprasegmental
aspects of speech and in speech quality were removed, since the three modules were only intended
to detect phonemic features of speech.

Since the second group of modules only displayed brief time-invariant speech characteristics, the
speech pair examples which represented the errors had to be single phonemes. These were derived
from the words and sounds in NZ-SL1, taking into consideration the elementary error highlighted
by the original speech pair. For example, from table | "Sue/zo0™ exemplified the speech error
“ substituting unvoiced fricatives for sustained voiced fricatives™, so the target /error utterance
pair in NZ-5L2 became “[s]/[2]”. NZ-SL2 can be thought of as a subset of NZ-SL1.
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Obtaining The Pre-Recorded Speech For The VDT

For each target/error combination ( denoted by X/V say) from the elementary error lists four
utterances were pre-recorded, two utterances of X and two of ¥. From these utterances two
same-speech pairs (X1Xy , YiY32) and two different-speech pairs (X1Y1,X,Y;) can be made ( a
further two different-speech pairs are possible but were not used in the preliminary VDT). From
each of these utterances displays are obtained for each visual display type.

Pre-recorded speech was used to ensure that the variations in the visual patterns were due to the
utterances themselves rather than because the speech was obtained from many different speakers
or one speaker on many different occasions. Also it ensured the varying background conditions
were limited, and it enabled all the speech used in the test to be checked for correct pronunciation.
Finally, because the VDT was a visual test, pre-recording ensured that the participants could not
overhear the utterances as they were being spoken.

The words and sounds of the two speech lists were recorded by a male speaker. The speech was
amplified and passed through a 4.5kHz 8 pole elliptic filter into a 16 bit A/D. The filter and A/D
were part of an Antex Electronic SX-8 Digital Audio Processor (the SX-8 board resided in an
IBM-PC AT). The digitized speech was stored on the hard disk of the IBM-PC after the silences
had been edited out. The speech was sampled at 10 kHz. All recording was done in a quiet room.

Preparing The Visual Displays For The Preliminary VDT

Though there are eight speech analysis modules in the CASTT, there are only six distinct visual
display types. These are pitch contours, loudness contours, spectral content, frication content,
vocal tract shape estimation and Lissajous figures.

All but one of the modules of the CASTT have two display plots. The exception is the Fricative
Monitor. In the normal operation of the CASTT one display plot is for the results of the client’s
speech and the other for a reference display provided by the therapist. The display plots for each
visual display type in the preliminary VDT were kept in the same format as for the equivalent
speech analysis module of the CASTT, e.g. keeping the scale and posistioning of the display plots
the same. In the case of the CASTT’s Fricative Monitor which has only one display plot a second
display plot had to be added for the preliminary VDT.

All the displays in the VDT were pre-calculated from pre-recorded speech.
The Participants Of The Preliminary VDT

In this preliminary investigation there were nine participants, four women and five men. All
were staff or postgraduate students of the Electrical and Electronic Engineering Department at
the University of Canterbury except one, who was a school leaver working in the aforementioned
department over the summer vacation.

THE RESULTS OF THE PRELIMINARY VDT

The intention of the preliminary VDT was to establish that, for each elementary error exemplified
by a target and error utterance pair from either NZ-SL1 or NZ-SL2, there is at least one visual
display type in the CASTT from which same- and different-speech pairs can be distinguished.
Since the displays allowed only one pair to be displayed at a time, the test relied on the participants
to provide their own threshold of difference between “same” and “different”. The participants
were not told whether their responses were correct or incorrect. However they were told which
target/error combination the pair was obtained from. They had to say whether the displays
showed a same-speech pair or a different-speech pair.

The results indicate that even under these conditions the participants did considerably better than
they would have by pure guessing. In table 2, the column labelled “Rup level” gives the numbers
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NZ-SL1 NZ-SL2
Successful Identification 8up level Tup level Bup level Tup level
all four speech pairs 3 out of 29 9 oul of 29 3 eut of 12 4 out of 12
both different-speech pairs 18 out of 29 25 out of 28 9 out nf 12 9 out of 12
both same-speech pairs 5 out of 24 13 out of 24 G oul of 12 6 out of 12

Table 2: The results of the preliminary VDT for the CASTT

of correct responses by eight or more of the nine participants. Similarly, the “Tup level” gives the
numbers of correct responses by seven or more participants. The first row of the table gives the
correct responses for identifying all four speech pairs resulting from a target/error combination,
the second row just for different-speech pairs and the third just the same-speech pairs. Thus, the
top left entry “3 out of 29" means that for three out of the twenty nine speech errors, each of the
four speech pairs was identified correctly by eight or more of the participants. If they had been
using random guessing, even one out of twenty nine would have had a probability of occurrence
of less than 0.00001 at the Sup level.

It is not surprising that the participants in this preliminary test were biased in their responses,
since they themselves had to provide the threshold between “same” and “different”. For the
displays resulting from the NZ-SL1 list, 62% of the responses were “different-speech pair” while
for the displays resulting from the NZ-SL2 list the percentage was 56.3%. The bias also shows
in table 2 where there is considerably greater success in correctly identifying the different-speech
pairs. If the responses of correctly identifying different-speech pairs are analysed then we find
that 58 of the possible 82 (=2x(29+12)) were unanimously (9 out of 9) selected correctly with
af least one visual display type, and only one of the remaining 24 was identified correctly by less
than half of the participants on all of the modules.

Discussion Of The Preliminary VDT Results

The preliminary VDT was carried out with a minimal disturbance to the CASTT so the displays
would be seen by the participants in the same format as those seen by therapists and clients.
Only in the case of the fricative Monitor module did an additional display have to be provided
because just one display is normally used with this module. Taken at face value, the results shown
in table 2 portray the CASTT as a poor aid which could not be used to distinguish more than a
few elementary speech errors. This is at odds with the reports of the speech therapists who have
used the aid. The reason for this apparent anomaly becomes clear as soon as we consider the
nature of the preliminary VDT.

When a participant in the test judges a speech pair to be “different”, there is no doubt that the
CASTT displays are showing a difference between the two utterances. For a “same” response
we do not know whether the response is due to no difference being observed or because the
participant has deemed the difference small enough to count as “same”. From this it can be seen
that the “different” responses to a different-speech pair are testing the CASTT modules for their
ability to distinguish speech errors but the “same” responses are testing the participants’ ability
to set a threshold on difference for sameness. The preliminary VDT conflates the CASTT errors
with participant errors.

The success of the CASTT in displaying differences between the displays for utterances in
different-speech pairs is indicated by the numbers given above for the majority judgements of
“different” for different speech pairs. Only one of the two different-speech pairs from the elemen-
tary errors failed to be judged as different by the majority of the participants using at least one
of the modules.

With this support for the CASTT, we must put the blame for the poor results given in table 2
on the preliminary VDT itself. Fortunately, it easy to see how the VDT should be redesigned.
Its implementation will involve some temporary extensions to the CASTT.
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AN EFFECTIVE VISUAL DISPLAY TEST

The new VDT will test the CASTT both for its ability to separate different-speech pairs and
for its ability to display same-speech pairs as less different than different-speech pairs. Instead
of asking the test participants whether a pair is “same” or “different”, the new test will present,
displays of three utterances. Two will be a same-speech pair and the third an error utterance. The
utterences will once again be drawn from the target/error combinations of NZ-SL1 and NZ-SL2.
The participant will only need to judge the relative differences between the pairs of displays. The
participant will not need to use any threshold of similarities as was required by the preliminary
VDT.

From the results of the new VDT it will he possible to rank the differences obtained for same-
speech and different-speech pairs. If the CASTT display modules can be shown to cluster the
acceptable utterances and separate the cluster from the error utterances, then its efficiency will
have been demounstrated. The new VDT will also allow a detailed study of the features which
give rise to the differences in the displays of different utterances.

It is planned to extend the CASTT to provide three displays from each module and to try the
new VDT in the near future. The improved test will open up possibilities for examining in detail
the effectiveness of the displays and the nature of speech errors. The results can be expected to
lead to a better understanding of the aid and to its improvement.
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