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ABSTRACT – We examine the performance of Kalman filtering and smoothing techniques in the context of a working verification system to see the effect on interspeaker and intraspeaker variability.

The efficacy of Kalman noise reduction on speech contaminated by several types of noise in the context of three different speaker verification techniques — dynamic time warping, vector quantization and recurrent neural network — is investigated. Although the neural network system appears to benefit the most from Kalman noise reduction, there is also significant improvement for the other two systems. Vector quantisation had the least noise sensitivity and the best overall performance.

INTRODUCTION
Any normal work-place environment suffers from extraneous sounds. As a result, the problem of robust speech processing, robust meaning insensitive to noise disturbances, has received much attention in the literature [2,4,5,9,10].

We intend to produce a speaker verification system for use in a noisy environment and so we must find ways to deal with extraneous sounds.

Figure 1: Where noise processing can be incorporated into the proposed system.

Our speaker verification system is illustrated as a sequence of block-diagrams in Figure 1. There are three main places where noise may be compensated for [4]: in the recording environment, which is largely out of our control; before the feature extraction stage, where standard signal processing techniques may be used; and during the comparison stage, which will be highly dependent on the algorithm used. This work concentrates on the second option [2,3,9].

We examine the use of standard signal processing techniques, namely Kalman filtering and smoothing, to improve the quality of the raw speech data before it is passed to the feature extraction section of the system.

KALMAN FILTERING AND SMOOTHING
The Kalman filter [1] is the best (in the least mean-square error sense) linear estimator of the state, $x_k$, of our speech generation system given the noisy measurements $z_k$. See [1] for a complete treatment of the derivation and properties of the Kalman filter and [6] for implementation details.
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Our current verification system uses the standard linear predictive (or auto-regressive) model for speech [8]

\[ y_k = \sum_{r=1}^{N} a_r y_{k-r} + w_k \]

\[ z_k = y_k + u_k \]

where \( y_k \) is the noiseless speech, \( u_k \) is the noise source driving our speech model, \( z_k \) is the measured speech, \( v_k \) is the measurement noise and \( N \) is the order of the linear predictive model. Because of this special structure, the state vector for the system may be selected as:

\[ x_k = [y_{k-N+1} y_{k-N+2} \ldots y_k]^T. \]

(1)

Remark 1: The form of the state vector, \( x_k \), means that using the Kalman filter as a state-estimator will yield estimates of the noiseless speech signal \( y_k \).

Remark 2: Because of the special form of our signal model (the fact that it is an all-pole model and single-input/single-output), computational simplifications arise. Also, fixed-lag smoothed estimates (with lags up to \( N-1 \) if the order of the signal model is \( N \)) are directly available from the state estimate (the output of the Kalman Filter) without further calculation.

RESULTS

If noise sequence \( \{v_k\} \) is added to a signal \( \{y_k\} \) then the signal-to-noise ratio (SNR) of the resulting signal \( \{z_k\} \) is given by

\[ \text{SNR} = \frac{\sum_{k=0}^{L-1} |y_k|^2}{\sum_{k=0}^{L-1} |v_k|^2} \]

(2)

where both signal and noise are taken to be of length \( L \), starting at time \( k = 0 \).

But the intelligibility of speech signals is not necessarily directly related to standard mathematical measures such as the SNR improvement; nor does an improvement in SNR necessarily imply that automatic comparison techniques will perform better. As a result, we must examine the performance of Kalman techniques for noise reduction in the context of working verification systems using a variety of noise models.

Types of Noise

In any normal environment, many types of noise other than white, Gaussian noise may be present; common examples are harmonic noise (as from the electricity mains or engines), interfering speech, and impulsive noise (as from door slams). In this section we examine the performance of Kalman filtering noise reduction using a number of noise sources in the context of a dynamic time warping verification system.

Figures 2, 3 and 4 plot the dynamic time-warping distance measure versus SNR for various noise sources. The interfering signals used were, respectively: Harmonic noise, a sinusoid of random frequency was used to simulate harmonic noise; Interfering speech, four speech segments from four different speakers from the database were mixed (added) together to form the interfering speech signal; and Impulsive noise, an exponentially decaying impulse of duration 300 samples was used to simulate impulsive noise. The length was chosen so that at least three frames were affected by the impulse.

Figure 2 shows that when the interfering noise signal was harmonic, the noisy dynamic time-warping distance was negligibly affected, even for relatively high noise levels (a signal-to-noise ratio of 2.0 or so).

Remark 3: Figures 2 and 3 show that harmonic and impulsive (but not necessarily repetitive and impulsive) noise do not appear to greatly affect the dynamic time-warping distance measure.

Figure 4 displays the interfering speech signal-to-noise ratio versus dynamic time-warping results. Clearly, of the four main types of interfering signal identified earlier, this form has the most effect.

Remark 4: For the dynamic time-warping distance measure used, the most performance-degrading form of noise is interfering speech.
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Figure 2: SNR versus DTW distance for the full order Kalman filter/smooother (Order = 10) with harmonic noise.

Figure 3: SNR versus DTW distance for the full order Kalman filter/smooother (Order = 10) with impulsive noise.

Figure 4: SNR versus DTW distance for the full order Kalman filter/smooother (Order = 10) with interfering speech.
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Figure 5: Noiseless intra- and inter-speaker probability density functions using the dynamic time-warping distance measure.

Figure 6: Example 1: Required True Speaker Rejection Rate Versus Estimated False Acceptance Rate — Dynamic Time Warping

Verification Algorithm Noise Performance Comparison

Extensive testing using a small database was carried out. In order to be consistent with previous tests carried out by the group, the only feature sets used for verification were the LPC cepstral coefficients and their first and second differences.

To compare the verification algorithms, we estimate the false-speaker acceptance error rate for various true-speaker acceptance rates. This means that the intraspeaker variability (an example of which is plotted as the solid line in Figure 5) and interspeaker variability (plotted as the dashed line in Figure 5) must first be estimated. From these, the false-speaker acceptance rate for any given true-speaker rejection rate may be obtained.

Dynamic Time-Warping

The graph plotted here shows an example of dynamic time-warping noise performance working in conjunction with Kalman filtering (Figure 6).

Remark 5: The Kalman filtering performance of the dynamic time-warping technique (and, in fact, all techniques) is greatly altered depending on the quality of the reference template used.
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Recurrent Neural Network

For the technical details of this approach, see [11]. A network of 82 neurons was used in the results presented here. The recurrent neural network appears to combine some good and some bad performance characteristics of the other algorithms.

In Figure 7, the noiseless performance of the recurrent net is poor — so poor, in fact, that the addition of noise appears to enhance the performance. This may be explained by noting that the addition of a stationary white noise sequence to the signal may well have the effect of reducing the intra-speaker (and inter-speaker) distribution variances, reducing the overlap of the two density functions and hence reducing the error rates.

Once the signal is Kalman filtered and smoothed in this example, and even more marked improvement is noticed.

Remark 6: In the examples shown and others tried, the neural network approach would appear to benefit the most from Kalman smoothing or filtering.

Vector Quantization

For the technical and other details of this approach, see [11] and [7]. Figure 8 shows the noise performance of vector quantization working in conjunction with Kalman filtering.
Clearly here, and in other tests completed, the vector quantization approach yielded the best noiseless performance of all the systems examined.

However, as in the dynamic time-warping case, since the degradation of the noisy case is not as extreme as using the dynamic time-warping or recurrent neural network approaches, the noise performance is relatively good.

Remark 7: The performance of vector quantization in the noiseless case is, most instances, the best of all the systems examined.

Remark 8: While vector quantization undergoes a marked degradation in performance in the presence of noise, its noise performance is still of the same order of or better than the other two systems.

CONCLUSIONS

1. Kalman Filtering: Because of the special form of our signal model computational simplifications arise. The order of the model used with the Kalman filter has a marked affect on the computation time.

2. Types of Noise: For the dynamic time-warping distance measure used, the most performance-degrading form of noise is the interfering speech. These harmonic noise results may be somewhat misleading, and a worst-case simulation as discussed above should be made in order to verify these results. Impulsive (but not necessarily repetitive and impulsive) noise does not appear to greatly affect the dynamic time-warping distance measures.

3. Verification performance: A satisfactory means of using multiple reference templates to produce a improved "average" reference template must be found. In the examples shown and others tried, the neural network approach would appear to benefit the most from Kalman smoothing or filtering. The performance of vector quantization in the noiseless case is, most instances, the best of all the systems examined. While vector quantization undergoes a marked degradation in performance in the presence of noise, its noise performance is still of the same order of or better than the other two systems.
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