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ABSTRACT 

 
This study investigates the relationship between the 
phonotactic patterns of word-initial biconsonantal 
sequences and morphological complexity. In a 
sample of 32 unrelated languages, the common claim 
that the phonotactic patterns of heteromorphemic and 
tautomorphemic consonant clusters are structurally 
different from one another is tested. Specifically, the 
manner of articulation patterns of heteromorphemic 
and tautomorphemic word-initial biconsonantal 
sequences are analyzed and compared. 

While some crosslinguistically frequent shapes are 
more likely to occur in heteromorphemic contexts, 
heteromorphemic patterns are in fact more restricted 
than tautomorphemic patterns in a number of other 
ways. They are less numerous and diverse, both 
within and across languages. Additionally, 
typologically rare and purportedly “dispreferred” 
word-initial consonant sequences are likely to occur 
in solely tautomorphemic contexts in the sample. 
Four general language types are identified according 
to interactions between the patterns of word-initial 
CC inventories and morphological complexity. 
 
Keywords: consonant phonotactics, phonological 
complexity, phonological typology, morphology 

1. INTRODUCTION 

It has long been known that morphology can play an 
important role in phonotactic complexity: for 
example, in English and many other languages, the 
largest tautosyllabic consonant clusters arise through 
inflection and other morphological processes. This 
observation motivates a common assumption that 
morphologically derived phonotactic patterns are 
structurally different from those which occur within 
morphemes. Following from this, many typological 
studies of the sequencing properties of consonant 
clusters have excluded morphologically complex 
patterns altogether [12], [16], [19].  

A recent line of research beginning with [8] 
investigates the patterning of tautomorphemic 
(morpheme-internal) and heteromorphemic 
(morphologically complex) clusters within 

languages. Fine-grained analyses of complex cluster 
inventories from this perspective have revealed that 
tautomorphemic and heteromorphemic clusters tend 
to correspond to universally “preferred” and 
“dispreferred” shapes, respectively [9], [20]. 
However, because the languages examined thus far 
are limited to a small collection of well-studied and 
(Indo-)European languages, it is unclear whether 
these results are representative of global patterns. 

2. RESEARCH QUESTIONS 

The present study moves toward establishing a 
crosslinguistic baseline for the interaction between 
consonant phonotactics and morphological 
complexity. In particular, it seeks to establish whether 
(i) there are robust crosslinguistic differences 
between the most frequent tautomorphemic and 
heteromorphemic sequences, and (ii) whether there 
are any sequences, across languages, which occur 
predominantly in one morphological context or the 
other. Additionally, (iii) language-internal 
inventories are examined to determine whether those 
with solely tautomorphemic, solely 
heteromorphemic, or both morphological patterns 
tend to differ from one another structurally, with an 
aim towards (iv) identifying some general language 
types on the basis of the patterns observed. 

These issues are examined in a genealogically and 
geographically diversified language sample. The 
current study is limited to word-initial biconsonantal 
(CC) sequences, as such structures are 
crosslinguistically the most frequent type of 
tautosyllabic cluster [17]. Further, the analysis is 
limited to an examination of the manner of 
articulation patterns within these sequences. While 
the analysis presented here is coarser-grained than 
those of [9], inter alia, such abstractions are 
necessary in order to establish patterns on a broad 
crosslinguistic scale. 

3. METHOD 

3.1. Language sample 

The language sample consists of 32 unrelated 
languages with word-initial CC sequences (Table 1).  



Table 1: Language sample. T = tautomorphemic, H = heteromorphemic 
 

Languages were selected on the basis of availability 
of reference material with comprehensive 
descriptions of phonotactic patterns and their 
morphological properties, and/or access to language 
specialists for consultation regarding specific 
patterns. The language sample is stratified so that half 
of the languages have word-initial CC patterns in 
solely tautomorphemic contexts, while the other half 
have at least some of these patterns in 
heteromorphemic contexts. Languages with only 
heteromorphemic word-initial CC patterns are 
relatively rare in the sample (4 languages), reflecting 
their generally low crosslinguistic frequency; it is 
more common for both morphological patterns to be 
present in CC inventories (12 languages).  

The classifications listed under the heading 
“Type” in Table 1 result from post hoc analyses and 
will be defined in Section 5. 
 
3.2 Data collection and coding 
 
A comprehensive inventory of native word-initial CC 
sequences was gathered from the reference materials 
for each language. Each sequence was coded for the 
manner of articulation of its component consonants 
according to these categories: N = nasal stop; P = 
stop; A = affricate; F = fricative; G = central 
approximant; D = tap/flap; R = trill; L = lateral 
approximant. Lateral fricatives were classified as F 
and lateral affricates were classified as A. Sequences 
involving glottal stops or fricatives were excluded 
from the analysis. 

The coding reflects the phonetic realization of the 
CC sequence: the shape of the initial sequence in 
Balanta-Ganja /b-ɲɛf́ɛ/̀ [mɲɛf́ɛ]̀ ‘CL-belly’ [7] is 

coded as NN. Thus the results reported here concern 
both phonotactic structure and phonetic substance. 

Each shape was coded for the morphological 
contexts it is attested to occur in. For example, the PP 
shape in Western Balochi [2] is always 
heteromorphemic, occurring when the Subjunctive 
prefix attaches to a P-initial stem: /b-ɡuʃ/ [bɡuʃ] 
‘SUBJ-tell.PRES’. For a shape to be counted as 
occurring in both morphological contexts, it was not 
necessary that the sequence match exactly: for 
example, FG in Filomeno Mata Totonac [18] is coded 
as occurring in both morphological contexts on the 
basis of patterns /swaká/ [swaká] ‘s/he grinds 
(coffee)’ and   /ʃ-júx-ma/ [ʃjúxma] ‘PAST-fall-PROG’. 

The heteromorphemic patterns observed in the 
language sample include single-consonant prefixes 
and proclitics in combination with initial stem 
consonants, or occasionally with another prefix. 

4. RESULTS 

4.1 Frequent shapes and morphological context 
 
There are 14 word-initial CC shapes which occur in 
one-third or more of the languages of the sample. 
These are listed in Table 2 in order of the frequency 
in which they occur in each morphological context. 
Frequency is calculated as the number of languages 
with the shape in the given morphological context, 
divided by the potential number of languages which 
could have that pattern: that is, those with the relevant 
consonant types in their phonetic/phoneme 
inventories and the given morphological context in 
their word-initial CC inventories.  

 



Table 2. Distributions of most frequent shapes. 
 

Tautomorphemic Heteromorphemic 
 freq (%)  freq (%) 
PL 17/22 (77%) PF 12/15 (80%) 
FL 14/20 (70%) PG 11/16 (69%) 
PG 19/28 (68%) PP 11/16 (69%) 
FG 16/26 (62%) NF 10/15 (67%) 
FP 16/26 (62%) FA 7/11 (64%) 
FN 13/26 (50%) NP 10/16 (63%) 
AG 11/23 (48%) FP 9/15 (60%) 
PF 11/26 (42%) PL 7/12 (58%) 
NG 11/28 (39%) FG 8/15 (53%) 
NF 9/26 (35%) FN 8/15 (53%) 
NP 9/28 (32%) PN 7/16 (44%) 
PN 9/28 (32%) NG 6/16 (38%) 
PP 8/28 (29%) FL 4/11 (36%) 
FA 5/23 (22%) AG 2/11 (18%) 

 
Most of the frequent shapes corresponding to 

sonority plateaus or reversals violating the Sonority 
Sequencing Principle (SSP, [6], [15]) – PP, PF, FA, 
NP, and NF – do occur with higher frequency in 
heteromorphemic contexts, as predicted by [9], [20], 
inter alia. Within this moderate data set, only the 
morphological trends for the PF, PP, and FA shapes 
are statistically significant (in Fisher’s exact test). 
The FP shape, which is often argued to have special 
phonological status [19], [22], occurs with similar 
frequencies in both morphological contexts. 

Interestingly, fewer than half of the frequent 
shapes corresponding to traditional sonority rises – 
PL, AG, and FL – favor the tautomorphemic context, 
and none of these trends are significant. Other 
“preferred” phonotactic patterns – PG, FG, FN, NG, 
and PN – occur with roughly similar frequencies in 
both morphological contexts. 

 
4.2 Shapes occurring only in tautomorphemic contexts 
 

Of the 49 shapes attested in the sample, there are 
none that always occur in heteromorphemic contexts. 
By contrast, there are 21 shapes that always occur in 
tautomorphemic contexts. These include all G-initial, 
D-initial, R-initial, and L-initial shapes and 4/8 of the 
A-initial shapes. This is despite the fact that G, D, L, 
R, and A consonants are no less frequent in languages 
with heteromorphemic patterns.  

Shapes occurring only in tautomorphemic 
contexts in the sample are: AN, LG (4 languages 
each); GG, RG (3 languages each); AD, AR, AL, GP, 
RN, RP, LN, LP, LA, LF (2 languages each); GN, 
GD, RA, RF, RL, DP, DG (1 language each). Some 
examples of these rare shapes include Yakama 
Sahaptin /lk’ʷi/ ‘overwhelm’ [13], Northern 
Rgyalrong /rzɑ́ʔ/ ‘it is long’ [11], Iu Mien /jwən˧˩/ ‘to 
be level, smooth’ [1], and Nasa Yuwe /t͡smeʰme/ 
‘butterfly’ [21]. 

 

4.3 Inventory properties by morphological context 
 
Here we examine the patterns of word-initial CC 

inventories according to the morphological patterns 
of the languages in which they occur. 

Four languages have only heteromorphemic 
patterns. In all of these, C1 is restricted to F, P, and N, 
or just one of these, and C2 is always less restricted 
than C1. For example, in Tzeltal, C1 is always F but C2 
may be P, A, N, G, or L. 

Sixteen languages have only tautomorphemic 
patterns. Just over half of these have relatively small 
inventories in which C2 is restricted to just one or two 
manners, usually G, L, R, or D (e.g., A’ou: NL, PL, 
FL). However, the largest inventory in the sample is 
also found in this group (Northern Rgyalrong, 27 
shapes), and several others have very large and 
diverse inventories (e.g., Pnar, Yakama Sahaptin). 

Twelve languages have both tautomorphemic and 
heteromorphemic patterns in their inventories. Within 
this group, there is little evidence for a dramatic 
bifurcation of shapes according to morphological 
context. Most often, when a heteromorphemic shape 
occurs in one of these languages, it is alongside a 
tautomorphemic counterpart: e.g. Laz AP, AF, FF, 
FP, GP (tautomorphemic) and NP, NA, NF, PN, PP, 
PA, PF, PG, PL (both patterns). Heteromorphemic 
shapes in this group of languages are structurally 
similar to those described above, with C1 tending to 
be N, P, or F. However, the tautomorphemic shapes 
in this group, whether they have heteromorphemic 
counterparts or not, are unlike those described above 
in that they have diverse C2 patterns which often 
include A, F, P, and N in addition to L, R, D, and G. 

5. DISCUSSION 

Given the long-standing assumptions regarding the 
structure of morphologically complex phonotactic 
patterns and the recent empirical findings supporting 
them, some of the results of this study are unexpected. 
Although crosslinguistically frequent word-initial CC 
shapes corresponding to traditional sonority reversals 
or plateaus do show a greater tendency to occur in 
heteromorphemic contexts, within this diverse 
sample heteromorphemic shapes are in fact more 
limited than tautomorphemic shapes in many other 
aspects of their patterning. 

Languages which have only heteromorphemic 
patterns in their CC inventories are relatively rare. 
Within languages that have both morphological 
patterns, most heteromorphemic shapes have 
tautomorphemic counterparts, a pattern also noted by 
[9] for word-initial obstruent clusters in Slovak. 
There are no shapes which occur only in 
heteromorphemic contexts across the whole sample. 



Also surprising, given prior assumptions and 
findings, is the huge diversity found in the 
tautomorphemic patterns. Twenty-one shapes, many 
corresponding to SSP-violating “reversals” and all of 
them typologically rare, are found only in 
tautomorphemic contexts. The largest inventory in 
the sample is also found in a language with solely 
tautomorphemic patterns.  

The results here suggest that there are far more 
factors at play, both crosslinguistically and 
diachronically, in the interaction of morphology and 
phonotactics than abstract universal sequencing 
preferences, as also noted by the language-specific 
studies in [3]. Apart from the overall structure of the 
consonant phonetic/phonemic inventory [8], one 
must additionally consider crosslinguistic tendencies 
in the phonological patterns of stems and affixal/clitic 
material, as well as common vowel reduction 
patterns. For example, there is weak evidence that 
relatively “unmarked” consonant types such as plain 
stops and nasals are favored in inflectional affixes, 
though this is not universal [4]. It is also sometimes 
the case that particular consonant types cannot occur 
stem-initially in a language (for example, D in Yimas 
[10]). These tendencies are relevant to the finding that 
heteromorphemic word-initial CCs tend to be more 
limited in their sequencing properties.  

Further, it is known that vowel reduction and 
deletion, which is often conditioned by stress, word 
position, and other non-manner consonant properties 
such as voicing, can dramatically change a language’s 
phonotactic patterns. In particular, pretonic vowel 
syncope can create large inventories of word-initial 
consonant sequences, whether the language has 
strong prefixation patterns (e.g., Tataltepec Chatino 
[23]) or not (e.g., Lezgian [5], [10]). 

In light of the findings here, general affixation and 
cliticization properties and synchronic and historical 
vowel reduction patterns in the language sample as a 
whole were considered. Four general language types 
are identified, defined primarily by the interaction 
between CC shapes and morphological context, but 
also characterized by these other properties: 

• Type I (4 lgs.): solely heteromorphemic patterns 
occur in these inventories, which are only 
moderately diverse. Shapes show more 
restrictions on C1 than C2. All such languages 
have productive prefixation or procliticization 
processes. 

• Type II (11 lgs): solely tautomorphemic patterns 
occur in these inventories, which are small and 
non-diverse. C2 is often limited to just one or two 
manners of articulation. In the current sample, 
roughly half of the languages of this type lack 
prefixation/procliticization or it is not productive. 

• Type III (5 lgs): solely tautomorphemic patterns 
occur in these inventories, which are large and 
diverse. These languages have relatively few 
restrictions on C1 or C2 and therefore often 
include shapes which are typologically rare. 
Interestingly, all such languages in the current 
sample have productive prefixation or 
procliticization, but these morphemes are 
restricted to syllabic structures like CV or CVC. 

• Type IV (12 lgs): both morphological patterns 
occur in these inventories, which tend to be of 
moderate to large size. While their 
heteromorphemic patterns resemble those of 
Type I, their tautomorphemic patterns are closer 
to those of Type III. All such languages have 
productive prefixation or procliticization. In the 
current sample, half of the languages of this type 
have either ongoing vowel reduction processes 
affecting the initial syllable or recent historical 
vowel reduction patterns which have changed the 
phonotactic patterns of the language. 

The distribution of the languages of the sample 
among these four types can be found in Table 1. 

While the above proposal is tentative, being based 
upon a diverse but relatively small language sample, 
it is presented as a potentially useful classification for 
future investigations of this topic. The different 
bundles of synchronic features possibly point towards 
different diachronic paths of development for these 
types. While the prevalence of vowel reduction in 
Type IV languages suggests that this is a particularly 
dynamic language type with a clear diachronic origin, 
the motivating principles underlying the 
differentiation of Types II and III from each other, 
and Type I from the others, are somewhat more 
obscure and worthy of further investigation. 

While there are many additional phonetic, 
phonological, and morphological factors to consider 
that cannot be included at this stage, what is presented 
here is a first step toward an empirical crosslinguistic 
investigation of the interaction of phonotactic 
patterns and morphological complexity. The value of 
using a diverse language sample in this endeavor is 
proven by the several findings here which challenge 
previous assumptions. In the future, it would be 
worthwhile to investigate whether these findings hold 
for larger consonant sequences or those occurring in 
other (e.g., word-final) environments. 
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