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ABSTRACT

This study investigates the adaptation of voice qual-
ity between dialogue partners in natural spontaneous
conversations using data from a German database
containing approximately 20 hours of speech from
46 dialogues. The voice quality parameters are spec-
tral decay ratios and relative bandwidth of the first
formant. Spectral decay rates are estimated using
amplitudes and frequencies of the harmonic peaks
of the first and second harmonics and the harmon-
ics near the first four formants. Results of linear
mixed effects models predicting speakers’ current
parameters from partners’ preceding ones indicate
that speakers converge, i.e. consistently adapt sev-
eral of these parameters to those of their partner. In
some cases, the adaptation depends on mutual like-
ability and competence ratings, and can be negative.
In addition, voice quality parameters vary with these
ratings in general, indicating that perception of the
partner has an effect on speakers’ voice quality irre-
spective of partners’ voice quality.

Keywords: convergence, voice quality, mutual so-
cial perception, spontaneous speech

1. INTRODUCTION

For a number of years now there has been growing
interest in the phenomenon of phonetic convergence.
This phenomenon, sometimes also referred to as ac-
commodation, alignment, or entrainment, with pos-
sibly slightly different conceptualizations related to
the different terms, refers to the fact that speakers
may adapt their style of speech to become more sim-
ilar to that of an interlocutor. According to Commu-
nication Accommodation Theory (CAT), e.g. [9, 8],
convergence decreases social distance between con-
versation partners and can signal identification with
the conversation partner’s social group [7].

There is also a considerable number of studies by
now which have investigated convergence of various
phonetic parameters in conversation, for instance
formants [20, 21, 22], voice onset time [26], ar-
ticulation rate [21, 13, 24], keyword duration [22],

pitch [13], or spectral amplitude envelopes [14].
Some have looked at perceptual similarity as as-
sessed by AXB tests rather than acoustic parameters
(e.g., [19, 10]). In addition to these studies on con-
versational speech, a number of studies have con-
firmed speakers’ ability to adapt these parameters in
non-conversational settings such as naming or shad-
owing tasks (e.g., [17, 5, 3, 1, 2, 18, 6, 16]).

However convergence of voice quality (VQ) has
received much less attention so far. To our knowl-
edge, only [13] have looked at such parameters in a
conversation setting. Specifically, they looked at jit-
ter, shimmer, and harmonics-to-noise ratio (HNR) as
well as other phonetic parameters unrelated to VQ.
All in all they found some evidence of convergence
of the VQ parameters, but less than for other pho-
netic parameters.

Hence the question whether VQ parameters are
subject to phonetic convergence effects is not yet ex-
haustively answered. Voice quality is often consid-
ered a speaker-inherent parameter and thus the ques-
tion arises if speakers can be expected to be influ-
enced at all by a dialogue partner’s VQ characteris-
tics. On the other hand, [12] posits that some aspects
of VQ, for instance harshness, can be imitated (and
are used to index social information).

The present study contributes to this question by
investigating convergence of VQ. We use two kinds
of VQ parameters suggested by [29], viz. spectral
decay rates and the relative bandwidth of the first
formant. The spectral decay rates aim at the shape
of the excitation spectrum, i.e. they mirror the glottal
cycle. A rapid closing of the vocal folds e.g. causes
a sharper voice and a whiter (flatter) spectrum than
slower closing.

Such VQ parameters based on the harmonic spec-
trum were introduced as amplitude differences (in
dB) by [27] and named after temporal phenomena
such as open quotient (OQ), glottal opening (GO),
rates of closure (RC) and skewness (SK). To reduce
the influence of changes in fundamental frequency
(F0) they are modified here to spectral decay gradi-
ents as suggested by [29]. An advantage of this set
of VQ parameters is their noise robustness [15].



In addition to these parameters, the relative band-
width of the first formant is intended to capture the
damping of the vocal tract resonances, in particular
of the first formant [28], caused by the open glottis.

2. DATA AND METHOD

2.1. Speech corpus

This study uses recordings of spontaneous conver-
sations from the GECO database [24, 25]. This
database comprises 46 conversations between Ger-
man females, adding up to just over 20 hours of
speech. They were recorded over headsets in an
anechoic chamber. Speakers in that database were
free to choose and switch topics in their conversa-
tions, there was no joint task to be carried out. The
database provides annotations of all conversations
on the phone, syllable, and word levels. Speakers
rated each other after every conversation regarding
various aspects of social attractiveness on 5-point
Likert scales from +2 to -2. [24, 25] aggregated the
ratings of friendliness, likeability, relaxedness, and
social attractiveness to form a composite score for
a broader concept of likeability with scores ranging
from +8 to -8; likewise competence was aggregated
from ratings of self-confidence, successfulness, in-
telligence, and competence. We adopt this proce-
dure here.

2.2. Quantifying convergence

The present study assesses convergence by calculat-
ing linear mixed models [4] that predict a speaker’s
VQ parameters in each turn by the partner’s ones
from the preceding turn, including social ratings as
additional factors. If speakers converge, i.e. if they
adapt their VQ to become more similar to that of
the partner, then the partner’s VQ parameters should
be significant predictors of the speaker’s parameters,
with a positive coefficient. A negative coefficient on
the other hand would indicate divergence.

We expect that convergence is related to social
factors, as posited by CAT, so the social scores
should be included in interactions with the partner’s
preceding parameters. Positive coefficients for the
interactions again indicate a positive effect: more
similarity for higher than for lower social scores. In
turn, negative coefficients indicate that there is less
similarity for higher scores, i.e. divergence in case
of higher social scores. For ease of interpretabil-
ity we exclude the interaction between all three fac-
tors. Potentially the social scores could also affect a
speaker’s VQ in general, and they are also included
as main factors. Hence the models we will use for

assessing convergence below look as indicated in
Eq. 1, where V QP is a place holder for the respective
VQ parameter, prec. V QP refers to the partner’s pa-
rameter from the preceding turn, and like and comp
refer to the likeability and competence score that the
speaker has given to the partner.

(1)
VQP∼ prec.VQP + like + comp

+ like:prec.VQP + comp:prec.VQP
+ (1|speaker) + (1|partner)

The last two terms in Eq. 1 are random factors (in-
tercepts) to account for speaker-dependent effects on
VQ both for the speaker and the partner. Please note
that both fixed factors and random terms were not
determined by a model selection process but were
chosen because they are theoretically motivated.

2.3. Voice quality parameters

The spectral decay rate parameters are based on am-
plitude and frequency measurements of several har-
monic peaks, an estimate of F0, and formant param-
eter estimates [29]. Concretely, the first two har-
monics (H1, H2) and the harmonics near the first
four formants (A1P through A4P) are employed.
The harmonic peaks are sought in a short term spec-
trum with a 25ms (Hamming) window. This win-
dow is long enough to show the spectrum of two
or more fundamental periods in order to reveal the
speech signal’s harmonic structure. The analysis is
repeated every 10ms.

In a next step, the vocal tract resonance contribu-
tion is subtracted from these peak amplitudes. The
compensation is indicated by symbols ending in i
(for inversely filtered, as in H1i) in Fig. 1 and in the
parameter names in the following.

Spectral decay gradients were introduced by [29]
instead of amplitude differences to compensate
changes in both F0 and formant frequencies at un-
changed VQ: An increase of F0 shifts all harmonics
to higher frequencies and also increases their dis-
tance. Assuming an unchanged slope of the spec-
trum of the voice source, the increased distance be-
tween the harmonics also increases their amplitude
difference (e.g. if in Figure 1 the slope of the line
connecting the peaks of H1i and H2i is unchanged,
and the peak of H2i occurs at a higher frequency,
then its amplitude will necessarily be lower). By
this mechanism the parameters, for instance OQi =
H1i−H2i, increase just by increasing F0 without
changing the phonation. The corresponding spectral
gradient however, e.g.

OQGi =
OQi

log2 2F0P− log2 F0P



stays constant: in case of OQGi, it is the decay
slope of the leftmost triangle in Figure 1. The same
argument applies to changes of each VQ parameter
defined by harmonic amplitude differences. Figure 1
shows the appropriate spectral decay gradient trian-
gles. Parameter names (OQGi through T4Gi) are in-
dicated at the top right corner of each triangle.

Figure 1: Spectral decay gradient triangles. Ver-
tical lines correspond to harmonics. Triangles vi-
sualize the spectral decay gradients, see text.
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In calculating these parameters, we discard
frames where the probability of voicing is below
50%, or where the harmonic structure is insufficient.
Further we eliminate cases where the second har-
monic coincides with the harmonic near the first for-
mant, because OQGi and GOGi would be the same.

In addition to the spectral shape parameters, we
employ the IC parameter instead of the CC param-
eter suggested by [27]. IC (“incompleteness of clo-
sure”) is the relative bandwidth of the first formant
and increases with the amount of glottal opening in-
troduced in [15].

2.4. Data preprocessing

We estimated all parameters frame by frame (i.e. ev-
ery 10 ms) within tense long vowels where the part-
ner was silent. This yielded almost 280,000 frames.

All further steps were carried out in R [23]: Next
we averaged each parameter over all frames pertain-
ing to the same phone realization, keeping only these
averaged values for each realization. These values
were then scaled and centered separately for each
phoneme category. The resulting values thus indi-
cate whether a specific realization exhibited higher
or lower values of that parameter than all other
realizations pertaining to the same phoneme cate-
gory. They allow for comparing values for different
phones to one another irrespective of differences that
may be a consequence of the two instances belong-
ing to different phoneme categories. After this ag-
gregation and normalization step, we were left with
approx. 41,000 data points, each for one long tense
vowel. Finally, we removed outliers for each param-
eter on a by-vowel basis, following the widely used

strategy to remove data points that were more than
1.5 times the interquartile range higher (lower) than
the upper (lower) quartile. This applied to no more
than 50–200 data points for each parameter and thus
did not significantly reduce the data further.

We then identified 6761 “turns” by detecting
switches between speakers in the remaining data
and calculated VQ averages for each parameter for
each turn. In order to exclude turns that consist of
only a backchannel, which in our experience are of-
ten more murmured than what is observed in fluent
speech, we excluded turns where no more than 2
vowels had contributed in calculating the turn av-
erages, leaving 3842 turns for statistical analysis.

3. RESULTS

For each VQ parameter, we fit a linear mixed model
[4] to predict the values observed in the current turn
by the VQ parameter of the partner from the preced-
ing turn, as explained in Section 2.2, in Eq. 1. We
used the implementation in lmerTest [11] to estimate
Satterthwaite degrees of freedom and associated p-
values. The VQ parameters are already scaled and
centered after preprocessing as described above; the
social scores were also scaled and centered for sta-
tistical analysis. Table 1 lists the results for all six
VQ parameters. First cells in the gray rows indicate
the name of the VQ parameter. In each subtable,
prec refers to partners’ values of the respective pa-
rameter in the preceding turn.

As discussed above, positive coefficients (column
“Est.”’) for prec (if significant) indicate a general
effect of convergence, and negative ones indicate di-
vergence. Table 1 thus attests general convergence
effects for OQGi, RCGi, T4Gi, and IC. For GOGi
and SKGi, there is no significant effect. In no case
do we observe a general effect of divergence. In ad-
dition to these general convergence effects, we find
main effects of the mutual social scores: for all pa-
rameters, partners’ perceived competence negatively
significantly affects speakers’ VQ parameters, as ev-
idenced by the negative coefficients for comp in all
cases, i.e. speakers “raise their voice” (exhibit a flat-
ter spectrum) in conversations with partners that are
perceived as more competent. We observe the oppo-
site effect for perceived likeability (like) for 3 out
of 5 spectral shape parameters (and no effect for
OQGi and T4Gi). Interestingly, for IC the effect is
the same as for competence, with lower IC values
when talking to more likeable partners. Since IC is
intended to capture glottal opening, this could sug-
gest that speakers produce slightly less breathiness
with both competent and likeable partners.



Table 1: Estimated (slope) coefficients resulting
from fitting linear mixed models to predict the
VQ parameters, along with Satterthwaite degrees
of freedom (df), t-values, and p-values, as esti-
mated by lmerTest. Coefficients and t-values were
rounded to 2 digits; df to 4 significant digits. In-
tercepts are not indicated. Levels of significance
are *** (p<0.001), ** (p<0.01), and * (p<0.05).

OQGi Est. df t p
prec 0.04 3648 2.45 0.01*
comp -0.05 1930 -4.39 0.00***
like 0.02 809.5 1.66 0.10 n.s.
prec:comp 0.01 3817 0.44 0.66 n.s.
prec:like -0.02 3813 -0.76 0.45 n.s.
GOGi Est. df t p
prec 0.02 3534 1.44 0.15 n.s.
comp -0.05 1784 -3.98 0.00***
like 0.04 734.8 2.82 0.00**
prec:comp 0.04 3823 2.08 0.04*
prec:like -0.04 3821 -2.14 0.03*
SKGi Est. df t p
prec 0.02 3681 1.14 0.26 n.s.
comp -0.08 3000 -6.14 0.00***
like 0.03 1704 2.29 0.02*
prec:comp 0.06 3814 2.68 0.01**
prec:like -0.05 3825 -2.2 0.03*
RCGi Est. df t p
prec 0.06 3511 3.75 0.00***
comp -0.1 2845 -7.27 0.00***
like 0.05 1589 3.42 0.00***
prec:comp 0.02 3810 0.91 0.36 n.s.
prec:like -0.01 3825 -0.29 0.77 n.s.
T4Gi Est. df t p
prec 0.07 3415 4.87 0.00***
comp -0.06 3124 -4.2 0.00***
like 0.02 1845 1.5 0.13 n.s.
prec:comp 0.04 3815 2.24 0.03*
prec:like -0.04 3822 -2.04 0.04*
IC Est. df t p
prec 0.06 3748 4.25 0.00***
comp -0.05 3202 -4.12 0.00***
like -0.03 1968 -2.28 0.02*
prec:comp -0.04 3818 -1.81 0.07 n.s.
prec:like 0.03 3827 1.31 0.19 n.s.

As for the interactions of prec with comp and
like, these are significant for 3 spectral parameters
(GOGi, SKGi, T4Gi). In the case of prec:comp, the
slope is positive indicating that the higher the com-
petence of the partner, the higher the contribution
of the preceding VQ parameter, i.e. the stronger the
convergence effect. In contrast, the slope for the in-
teraction with prec:like is negative but in most cases

smaller than that for prec:comp, indicating that if
the likeability scores are higher than the competence
scores, divergence may be observed.

It should be noted that the observed effects are
significant but small: the parameters have been stan-
dardized before statistical analysis, thus a coefficient
of, say, 0.05 indicates that when a conversation part-
ner produces a VQ parameter that is 1 standard devi-
ation above (or below) the mean, the speaker is pre-
dicted to raise (or to lower) their parameter by 5% of
the standard deviation. We claim that this is because
there are many other factors that affect VQ that we
do not consider here, such as the segmental con-
text, positional prosodic factors, stress, and maybe
also paralinguistic factors beyond speaker identity
(which we cater for through the random effects).

4. DISCUSSION & CONCLUSION

In contrast to [13], we observe small but consis-
tent turn-based convergence effects for most VQ pa-
rameters, while [13] found that only convergence of
shimmer was (marginally) significant when averag-
ing over the whole session, and only convergence
of jitter was significant at turn-level. At turn-level,
they observed synchrony, but not convergence, for
the three VQ parameters. This difference may be
due to the fact that we investigated VQ via parame-
ters that depend on the spectral shape, while they in-
vestigated jitter, shimmer, and HNR. Possibly these
parameters are less easily changed dynamically than
the spectral parameters we use. Our parameters re-
flect phonation details of the glottal cycle such as the
extent of modal voice quality and might be adapted
more easily. It should be noted however that [13]
used both another method and other data than the
present study, so a direct comparison is difficult. For
instance the earlier study assessed convergence in
mixed as well as same-gender conversations, while
the present study investigates only female-female di-
alogues (but a study on mixed-gender dialogues is
planned for the future). The earlier study used cor-
relations to assess convergence, while we use linear
mixed models.

In any case this study presents new findings that
indicate that the social ratings (i) affect VQ directly,
irrespective of convergence or divergence effects,
and (ii) that they affect the degree of convergence,
as would be expected for instance from the perspec-
tive of CAT. It also confirms and strengthens the hy-
pothesis that VQ parameters are in general subject
to convergence effects, similar to other phonetic pa-
rameters that have been observed to be adapted in
conversation.
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