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ABSTRACT — Especially in recognition of spontaneous speech it is necessary to cope with
the occurrence of unknown words. We present an approach to unknown word detection which
is integrated into a standard HMM speech recognizer, From the context dependent sub-word
units, e.g. triphones, that can be found in the training database a generic word model can be
derived automatically using the context restrictions to form valid sequences of sub-word units.
This generic word model combines automatically derived knowledge about the phonotactics
of the language considered with the modelling quality of context dependent acoustic units.
Detection of unknown words is achieved adding this model to the recognizer's lexicon. We
present results of experiments carried out on a large German spontaneous speech recognition
task.

INTRODUCTION

In the task of automatic speech recognition one major problem is, that only a certain limited vocabulary
in the range of 1000 to 20000 words, is available to the recognizer. If a user utters a word, that is
not among these known words, erroneous recognition results will be produced. To avoid this some
approaches have been developed in the last years for the detection of unknown words. Usually, a
generic word model built from arbitrary sequences of phonemes or generic acoustic models are used.
Obviously, better results should be achieved if the sequence of phonemes is not arbitrary, but restricted
according to e.g. phonotactic knowledge about the language considered. This assumption could be
confirmed in our earlier approach (Jusek et al. 1995) when we applied phonotactic restrictions that
were taken from results of linguistic research.

Nevertheless, all these approaches have the same disadvantage. For the modelling of known words
context-dependent phoneme models are applied and for the modelling of unknown words either generic
or context-independent phoneme models are used. Therefore, the latier models do not really represent
unknown words but constitute an inadequate modelling of arbitrary words only. Even if special care is
taken to balance between the different scoring methods the distinguishing between known and unknown
words is a difficult task and extremely depends on the modelling of known words and on the given
application.

In this paper, we present a new approach for the modelling of unknown words based on the same
context-dependent sub-word units as are used for the modelling of known words. The context informa-
tion establishes restrictions about valid sequences of sub-word units. These restrictions approximately
reflect the phonotactic structure of the words in the corpus and can be derived automatically and consis-
tently with the modelling of known words. In order to obtain a generic model that is capable of describing
arbitrary words the context restriction are relaxed e.g. by forming generalized phoneme classes thus al-
lowing a larger variety of valid sequences of sub-word units. This automatically created generic word
model can then be used for the detection of unknown words when added to the recognizer's vocabutary.
In the following section a brief overview of related approaches to the detection of unknown words is
given. Then some methods to improve unknown word modeiling in general are summarized. In the
fourth section our new approach is described. The results reported in the fifth section show that the
automatically generated model can successfully be applied to the detection of unknown words in con-
tinuous spontaneous speech.
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APPROACHES TO DETECTION AND MODELLING OF UNKNOWN WORDS

Since around 1990 the detection of unknown words is a well known problem in automatic speech recog-
nition. Several anproaches have been nublished to solve this problem. This section sumrmarizes some
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of them.

Threshold based detection mechanisms

A simple way to distinguish between known and unknown words makes use of the acoustic score of
the word models. It is based on the assumption that each known word scores worse in an area of an
unknown word than in an area, where this word has been uttered. For this reason it is possible to select
a threshold for a given scenario and to judge a word as known or unknown according to its acoustic
score with respect to that threshold (Kai & Nakagawa 1994; ltou et al. 1992). This approach seems to be
only useful for isolated word recognizers, because it is difficult to detect word boundaries in continuous
speech. For that reason areas of unknown words may be tiled with small known words that fit well
enough.

An improvement of the threshold method was introduced in (Hayamizu 1993). There the threshold was
built by comparing the acoustic score of the usual vocabulary oriented recognizer with a phoneme
oriented one. This technique ensures, that the threshold is always adapted to the actual quality of the
speech signal. If the speech is e.g. disturbed by background noise both recognizers are influenced
similarly.

Generic word models

Another approach to detecting unknown words is based on a generic word model. In this case a model
is incorporated into the recognizer's vocabulary, that can reflect the structure of arbitrary words. There
are several ways to achieve this. The most simple one is to build a generic acoustic model, that reflects
all given phonemes simultaneously. Such models can be constructed by averaging the output probability
densities of ali given phoneme models. A generic word model can then be constructed as a sequence
of those generic acoustic models.

It is obvious, that such a generic word model will reflect the acoustic structure of all words. it is also
obvious, that the acoustic structure will not be reflected very well (Sakamoto & Matsunaga 1995).

A different method to construct generic acoustic models is reported in (Fetter et al. 1995). It is based
on establishing 15 models for whole words of different lengths that are trained with all the words in the
corpus falling into the same length category. Therefore, they reflect the average acoustic structure of
the most frequent words in the corpus.

Several approaches for building generic word models have been reported in the literature, that make
use of phoneme models instead of generic acoustic models e.g. (Asadi et al. 1390; Asadi ef al. 1991).
Their major advantage is the higher quality in modelling the acoustic properties of unknown words.

Either just arbitrary phoneme sequences of unrestricted length are used or these sequences are re-
stricted in length to a certain maximum. The results reported suggest the conclusion, that it is good to
incorporate more information about the acoustic structure of the expected unknown words.

Another advantage of phoneme models over generic acoustic ones is the fact, that the recognized
phoneme sequence can be used as an initial phonetic transcription of the detected unknown word.

Enlarging the recognizer's vocabulary
A different approach to detect unknown words is based on enlarging the recognizer's vocabulary (Fetter

et al. 1995). A certain amount of supplementary words is added to the vocabulary and is said to be
one mode! for unknown words. That is, whenever one of these words is recognized, the hypothesis

302



“unknown” is output. By adding many different words a kind of generic word model is built, because
of acoustic similarities between the uttered unknown word and some of the supplementary words. The
results reported show that this method does not perform better than an approach based on garbage
models for whole words.

IMPROVED MODELLING OF UNKNOWN WORDS

The detection techniques presented in the previous section suffer from insufficient modelling quality.
This section presents some improved detection methods, that are based on the construction of a generic
word model.

Language models and the linguistic context

An analysis of the occurrences of unknown words in a given domain shows, that there are word classes
in which unknown words are more likely to appear than in others. Names of people, cities etc. and
unknown word forms are more likely than unknown prepositions or names of months etc. So there exists
a linguistic context for some categories of unknown words. For that reason it is possible to estimate a
statistical language model that takes these categories into account. It is also possible to use this context
information as a deterministic constraint (Jusek ef al. 1994).

Phonotactic restrictions

In each language only a small amount of combinatorial combinations of phonemes are possible to
form a valid word. The phonotactic constraints of the language considered describes those phoneme
sequences, These constraints can be used to build a more specific generic word model that reflects
the acoustic structure of an arbitrary word much better than an unrestricted phoneme sequence (Jusek
et al. 1994; Jusek et al. 1995).

A problem in using phonotactic constraints fies in the fact, that those constraints must be written down
by an expert and then be implemented by hand. Therefore, consistent modelling of known and unknown
words can never be guaranteed.

Improved acoustic models

All the construction principles for generic word models presented so far use either generic acous-
tic models or context independent phoneme models. The vocabulary words in a speech recognizer
are usually built from context dependent phoneme models e.g. triphones (Lee 1989) or polyphones
(Schukat-Talamazzini 1995). These models are highly specific for the acoustic properties of the spo-
ken utterances and therefore reflect the structure of the speech signal very well. Using these models
is a significant advantage for the construction of a generic word model. It is, however, very difficult to
combine context dependent phoneme models with phonotactic constraints as described in the previous
section. A solution to this problem is proposed in the following section.

AUTOMATIC GENERATION OF MODELS FOR UNKNOWN WORDS

In the previous section it was shown that contextual restrictions can significantly improve the modelling
and therefore also the detection of unknown words. However, a combination of the last two approaches
— phonotactic modelling and context dependent acoustic models — is still very cumbersome if achieved
manually. The large training database needed to estimate the parameters of acoustic models for a
large vocabulary continuous speech recognizer can, however, be used to automatically derive the most
relevant phonotactic restrictions present in the language fragment considered. Usually, for the training
corpus an orthographic representation exists. Together with the phonetic transcription of every word
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from the vocabulary an approximate phonetic transcription of the training set can be created easily.
This large string of phonetic units defines how often a specific unit is observed and in which context it
occurs. Acoustic models can be estimated for those context dependent units for which enough samples
are available. This set of models will generally be a subset of all context dependent units found in the
corpus.

The limitation to the use of only a subset of units in representing acoustic events makes a generalisation
over the acoustic propetties of the training set. However, this generalisation will always be limited i.e.
a “context independent” phoneme model will never be truly context independent but restricted to the
implicit context of the corpus its parameters were estimated on. Therefore, generic word models based
on context independent units are not only inaccurate but also unreliable. Context dependent acous-
tic units, however, will perform best if used together with the contextual restrictions established by the
corpus their parameters were estimated on and will also perform unreliably # combined accerding to
restrictions derived from a different knowledge source by an expert. Therefore, in our approach a model
for unknown words is basically generated from the trainable context dependent models combined to a
generic word model according to their original contextual restrictions. If the acoustic context can be as
large as a whole word and a single sample is enough for training a model's parameters this means that
the automatically generated generic word model describes exactly the words of the vocabulary. How-
ever, if the contextual restrictions of the models used are generalized also a more general word model
can be computed that describes unknown words with similar acoustic properties as the ones found in
the training database. Obviously, it will never model words with properties far from those observed but
the parameters trainable will also never match these acoustic events properly.

In order to make this method for automatically generating a generic word model more clear let us
consider a very simple example. For reasons of simplicity we assume that triphone models are the
most specific context dependent models to be used. Let the training material be a sufficient number of
realisations of the utterance “automatic speech recognition” ((#0+t @ +m&+ilki#spitS#re+k @ +gnl+Sn#/)
so that for afl triphones models can be estimated. The sequence is started by the following models:

#O/+1O+V@ Y @/+m ...

The first one of the above models, the triphone #/0/+t denotes a model of an /O/ with left context word
boundary and right acoustic context /t/. The symbol “+" marks a syllable boundary. if exactly these
models would be combined to a generic word model according to their contextual restrictions in this
case only the words “automatic”, “speech”, and ‘recognition” themselves would be described as every
phoneme pair occurs exactly once leaving no “entry point” for different model sequences. The first
abstraction from these context restrictions is achieved by allowing the generic word to start and end at
every syllable boundary found. Then also all embedded syllable sequences — e.g. the word “cognition”

— could in principle be reconized as unknown words.

However, in order to make a true abstraction from the acoustic properties of the training set a further
generalisation of the contextual restrictions is necessary. A very simple one is 1o distinguish between
vowels and consonants only. This leads to a set of generalized triphones. The first few models in the
sequence are listed below with V standing for vowel and C for consonant:

#0/+C V+IV C/@/+C . ..
A generic word model built from these acoustic models describes many words acoustically similar to
the ones found in the training set. In our example among others the following words are described and
could possibly be detected reliably as unknown words in an utterance:

speak /spik/ #s/C Clp/V CHC V/ki#

rich /ritS/ #1/'V C/l/IC VIYC C/S/#

technique /teknlk/ #4/V Cle/C VIK/C C/n/C CH/C V/ki#

mission /mISn/  #/m/V C/I/C VIS/C Cin/#
As this example is very restricted and simple many unknown words would be modelled completely
inadequately. However, if a generic word model is built from a large training corpus that representatively
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reflects the acoustic properties of a language a sufficiently general modelling of unknown words can be
achieved automatically.

The experiments presented below were carried out on spontaneous German speech in the appointment
scheduling domain taken from the VERBMOBIL corpus. We used the ISADORA speech recognition
system (Schukat-Talamazzini 1995). The system was trained according to the official 1995 VERBMOBIL
evaluation guidelines using about 10.5 hours of spontaneous speech from about 200 speakers covering
severai different dialects. The recognition vocabulary contained 3304 words plus the generic word model
and models for human and non human noises. For the tests we used a bigramm language model, which
takes 5 different categories of unknown words into account. The test set consisted of 85 utterances from
42 speakers — about 13 minutes of speech in total. About 9.5% of the uttered words were unknown to
the system. These unknown words were mainly proper names, e.g. the names of people and cities.

Table 1 below shows the following measures calculated on the best word chain: AWA is the difference of
the word accuracy compared to an experiment not using a model! for unknown words in the recognition.
The detection accuracy (DA) was introduced in (Jusek et al. 1995) and is defined as follows:

100 « (# CDUW - # IDUW)
# unknown words in the test set

Here CDUW denotes the correctly detected unknown words and IDUW denoted the incorrectly detected
ones. The detections-correct-rate (DC) is the percentage of correctly detected unknown words, and the
false-alarm-rate (FA) is the percentage of incorrectly detected unknown words with respect to all the
words in the test set.

The experiments are labelled in the following way: “Phonotactics” stands for a generic word mode! that
was built using phonotactic constraints. “AutoGen” denotes an automatically generated generic word
model using polyphone models i.e. acoustic units with context extending to arbitrary length only limited
by the training material. For the generic word model the context restrictions were relaxed to use at
maximum a single phoneme or phoneme class as left and right context. The additional word “Context”
denotes, that the linguistic context of the expected unknown words was deterministically modefled.

Experiment AWA | DA DC FA

Phonotactics +1.6% | 10.6% | 17.8% | 0.7%
Phonotactics Context | +0.8% | 12.2% | 22.2% | 1.0%
AutoGen +1.2% | 06% | 15.6% | 1.5%
AutoGen Context +3.2% | 30.6% | 45.0% | 1.4%

Table 1: Results of the unknown word detection experiments

The results shown in table 1 demonstrate, that the detection of unknown words can be improved sig-
nificantly by modelling as much information about the expecied words, as possible. The phonotactic
constraints are a good way to mode! unknown words, especially if no linguistic context is available. The
automatically generated model achieves much better results if the linguistic context can be restricted.
Because it also reflects the acoustic properties of known words extremely weli it tends to produce a
higher false alarm rate, if linguistic constraints are omitted. In our future research we will focus on
reducing the false alarms produced by the automatically generated model.
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CONCLUSION

In this paper we presented a new approach to the modelfing and detection of unknown words. Its main

advaitages are that it can make use of the modelling quality achieved by context dependent acoustic

units and can alsc combine this technique automatically with an approximation of the phonotactic re-
sirictions imposed by the language considered. We presented recognition results achieved on a large
German spontaneous speech recognition task. These numbers show that the automatically generated
model can be used successfully to tackle the problem of unknown word detection in continuous speech.
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