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ABSTRACT - In the last few years both the potential for use of prosody in Automatic Speech
Recognition and its actual use have grown substantially. The qualitative and quantitative
understanding of prosodic features, including stress, pausing, rhythm, and intonation, has
improved significantly. At the same time automatic speech recognition systems have reached
a level of sophistication at which prosodic features can play a useful and complementary role to
conventional recognition techniques. This paper outlines recent research work on the nature
and utilisation of prosody and looks at areas of promise. A trend towards more sophisticated
processing of prosodic features is observed.

INTRODUCTION

It has long been known that prosodic cues are of great importance in human speech communication.
Prosodic features, including intonation, stress, pausing, rhythm and intensity, are known to aid
listeners at all levels of speech understanding: e.g. phonetic recognition, lexical access, syntactic and
semantic interpretation and pragmatics. It can be argued that computer-human communications will
reach high standards by utilising the same cues.

In speech synthesis good prosody is vital for generating natural sounding speech, and is also
important in providing effective understanding and acceptance of the synthesised speech. it can be
argued that a parallel situation exists in the field of Automatic Speech Recognition (ASR). Many
current speech recognition systems can be substantially enhanced by exploitation of prosodic cues
and these enhancements will improve the utility of the systems.

Much of the work on utilising prosody in ASR follows from work by Lea in the 1970's. His seminal
paper (Lea 80) is a good introduction to prosody and its potential uses in ASR.

This paper discusses the relevant work which has taken place in the fields of linguistics and speech
technology. It is observed that the results being achieved have improved as the theoretical
understanding of prosodic phenomena improves and as more sophisticated techniques are used for
the processing of prosodic features. The paper focuses primarily on work for the English language.
The paper is divided into four sections: the first outlines a framework for the processing of prosodic
features, and the following sections outline major work on utilising prosody in ASR.

UTILISING PROSODY
The utilisation of prosody in ASR typically takes place in three stages:

[1] Linguistic explanation of a particular prosodic phenomenon or cue,
[2] "Engineering" extraction/measurement of the prosodic cue from the acoustic signal,
[3] Utilisation of the cue in a speech recognition/understanding system.

The first stage is the development of an understanding of a prosodic phenomena in human speech in
the linguistic, phonology, or phonetic domains. This understanding can include descriptions of the
acoustic signal, perceptual studies of features, and description of the phenomena within a theoretical
linguistic framework. The work can be qualitative or quantitative. This work in linguistics and
phonetics points to some way in which prosody- can be utilised in ASR.

The second and third stages adapt this theoretical framework to an ASR system. The second stage
is the extraction or measurement of the prosodic phenomenon in the acoustic signal by either direct
or indirect means. This phase requires quantitative analysis of speech and will often need to adapt
the linguistic/phonetic theory to a more measurable form. The third stage is utilisation of the
extracted feature within an ASR system. Pragmatic steps must often be taken which result in using
prosodic features in ways different from the strict tinguistic expianations of the phenomenon.
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The following three sections consider major representative examples of the use of prosody in ASR
within this framework. The sections dea! with three “fevels” of prosodic processing - phonetic and
word recognition, syntactic and semantic analysis, and pragmatic processing. Each section considers
separately the linguistic theory (i.e. stage 1), and the application to ASR {i.e. stages 2 and 3).

PHONETIC RECOGNITION AND WORD RECOGNITION
Linguistic Background

Acoustic phonetic research and psycholinguistic research has shown that duration, intensity, pitch
and stress ail play a part in recognising phonemes and lexical items. As examples, Ainsworth (75)
studied the effect of pitch in the perception of vowels. Ladefoged and McKinney (63) measured the
intensity characteristics of vowels. The durational characteristics of phonemes has also been closely
studied: Klatt (76) and van Santen (92) amongst others have attempted to systematically model
duration. Work on perception has shown that intensity and duration are useful cues for phonetic
processing (in English at least), but that pitch is of marginal significance as it is confounded by
utterance level intonation. Silverman (87) has a good analysis of work on intrinsic pitch from both a
production and perception viewpoint, and mathematically models other segmental pitch perturbations.

Studies show that the acoustic correlates of stress for most languages are a combination of intensity,
pitch, duration and spectral pattern. In English all four features afiect perception of stress (Lehiste
70, Fry 55, 58). The intrinsic intensity, intrinsic pitch and intrinsic duration (or quantity) of phonemes
are also important in the perception of stress and pitch accent (Silverman 87).

Utilising Prosody for Phonetic Recognition and Word Recognition

A great deal of work has attempted to use duration and intensity explicitly for phonetic and word
recognition; fewer have used pitch. Intensity is easy to measure from the acoustic signal, though the
equivalent perceptual correlate of loudness is more difficult to estimate. Pitch can be measured with
some accuracy, but there are still weaknesses in most pitch detectors (see Silverman 87 for analysis
of certain pitch detection problems). Phoneme duration is more difficult to measure since the
boundary and identity of each phoneme must be known. Current phoneme recognition does not
appear to be sufficiently accurate for this purpose.

Robinson et ai (90) used intensity along with other features for phonemic recognition using recurrent
neural networks, but found pitch of marginal benefit. Intensity improved the performance of the HMM-
based SPHINX recogniser (Lee 89). Recognisers based on HMMs implicitly utilise coarse durational
characteristics of phonemes because training builds an underlying state system which models the
temporal characteristics of speech. However, it is accepted that the temporal models of HMMs and
the durational probabilities of speech are different and some work has been done on modifying HMMs
to better model speech timing (Rabiner 89).

Waibel (84, 87, 88) performed isolated word recognition based on a variety of prosodic cues. He
found intensity to be the best cue on its own and that other fealures such as stress and durational
patterns were also effective. From analysis of large dictionaries, Waibei (88) concluded that prosodic
cues will be of greatest use in large vocabulary systems where phonetic confusability is greater. This
analysis also revealed a significant number of English word pairs which cannot be discriminated using
phonetic information alone; however, most of these pairs can be discriminated using prosodic
information.

Aull and Zue (85), Bannent (86), Bundgaard (89), Cheung et al (77), Friej and Fallside (88),
Hieronymus (89), Vaissierre (88) and Waibel (88) all describe stress recognisers working on different
styles of speech for a variety of languages.

Comments

Intensity, duration, pitch and stress are of some use for phonetic recognition and word recognition.
Stress will be of more beneiit for large vocabulary systems and all four will be more useful in
continuous speech where spectral cues to phonetic identity are less clear. However, prosody does
not provide outstanding improvements for current systems which already achieve high accuracy.
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SYNTACTIC AND SEMANTIC PROCESSING
Linguistic Background

Research into the link between prosodic features and syntactic and semantic cues in spoken English
is a contentious field. A number of theories have been developed o try to explain durational features,
pausing, and intonation, and to link them to other linguistic knowledge. Links exist between prosodic
boundaries marked by pauses, rate changes and syllable lengthening on one hand, and syntactic
structure and information grouping on the other hand. Various models of this relationship have been
developed (Price et al 91, Gee and Grosjean 83). More prominent syntactic boundaries tend to be
marked by more prominent prosodic boundaries but the prosodic and syntactic structures are not
identical. Wightman et al (92) investigated the acoustic determinants which marked lengthening
associated with prosodic boundaries, which may then be used to predict syntactic structure. These
prosodic cues can also be used by listeners to disambiguate syntactically ambiguous sentences
(Lehiste 73).

Intonation is the linguistic entity reflecting pitch. The role of intonation for syntactic interpretation
appears to be complementary to the temporal cues, but secondary in importance. The placement of
pitch accents is affected by word class: content words (e.g. nouns and verbs) are far more likely to
carry a pitch accent than function words (e.g. prepositions and articles). However, intonation plays a
strong role in semantic processing. Intonation can indicate information status, focus, the given/new
distinction and contrastiveness by appropriate placement of pitch accent, boundaries and changes in
pitch range (Hirschberg et al 87). These cues have not been used in speech understanding systems
to date, but may prove particularly useful.

Silverman et al (sub) investigated a particular semantic feature: the indication of primary focus of
utterances by intonational cues. Users responding to queries from an automated system, marked
information bearing words with a nuclear pitch accent, and often preceded and/or foliowed the words
with a pause. Detection of the nuclear accent could be used to significantly enhance performance of
word spotting systems.

Utilising Prosody for Syntactic and Semantic Processing

The extraction of the relevant parameters of pitch and duration was described in the previous section.
Pausing is a relatively easy parameter to measure in the acoustic signal, but the detection of features
such as pitch accent and syllable lengthening is more difficult. Pitch accent is marked in essentially
the same way as stress, that is by pitch, duration and intensity. Syllable lengthening must be
detected as a change from the expected or average length of syllables and individual segments,
which is not particularly reliable with current technology. Wightman and Ostendort (91) describe an
algorithm to mark prosodic boundaries and estimate their relative significance based on syllable
lengths.

Pausing information has been used by several researchers, including Lea (80) and Vaissiere (89), to
locate major syntactic boundaries, working on the theory that longer pauses mark more significant
syntactic boundaries. More sophisticated methods have been used by Ostendorf and Veilleux (91)
who were able 1o reliably predict prosodic boundary features from syntactic parsing. Ostendorf et al
(91) compared temporal cues with prosodic boundaries predicted from syntax to rank candidate
sentences. The results of their automatic system compare favourably with human performance in the
disambiguation of sentences. Bear and Price (90) looked at how duration could be used directly in a
natural language parser. Rowles and Huang (92) have integrated durational cues and pitch accent
information into a combined syntax-semantic parser with promising results.

Comments

Four observations are made on utilising prosody for processing syntax and semantics. First, using
temporal and intonational cues requires continuous speech. Pausing information cannot be used in
isolated word or separated word systems and intonation and durational information are not well
controlled in broken speech. As ASR systerns have only recently begun to show robust performance
on continuous speech it is only reasonable that utilising prosody for syntactic and semantic
processing is only now becoming practical.
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Second, it is widely recognised that the temporal and intonational characteristics of speech are
strongly influenced by the speaker's context: read and spontaneous speech show measurable
differences in prosodic features (Silverman et al - sub). Thus, if the speakers context is not
appropriately handled or modelled, the effectiveness of utilising prosody is reduced.

Third, prosody offers the potential for allowing more freedom in grammars for recognisers. The
combination of NLP and prosody may provide an effective means of integrating lexical recognition
and higher level processing with prosody providing sensible constraints upon flexible grammars.
Stochastic grammars, such as Kupiec (92) and Church {88), may also be able to integrate prosodic
information within a statisticat framework.

Finally, efforts have been undertaken recently to produce a standard prosodic labelling system
(Silverman et al, 1992). This system will enable large prosodic databases to be developed. These
databases should provide a basis for ongoing linguistic research and a good base for training
prosodic recognition systems.

PRAGMATICS - DIALOGUE MANAGEMENT AND INTENTIONS
Linguistic Background

A variety of work has shown strong links between prosodic features and pragmatics. Intonation is
used to indicate speaker intention, attitude and state-of-mind. Intention and attitude are of particular
importance in management of human-machine dialogue. Pierrehumbert and Hirschberg (90),
Hirschberg et al (87) and Grosz and Hirschberg (92), amongst others, looked at the relationship
between speaker intention and pitch accent placement and investigated the way intonation can mark
changes in iopic, and mark new and given information. Hirschberg and Litman (87) looked at
intonational characteristics of cues phrases used in dialogues (e.g. "Now, ...", “But, ...") and found
that these cue phrases are distinguished by consistent phrasing and accent and point to shifts in topic
and focus. There are also consistent means by which intonation is used between speakers in
discourse to controf turn-taking (Eggins et al 91).

Utilising Prosody with Pragmatics

To date, the exploitation of this information for ASR is limited, though work is continuing. The amount
of data available for studying intonation in dialogue and for developing systems has increased
substantially. The ATIS Speech Database provides a large copora from a Wizard-0f-Oz simulation of
a man-machine dialogue to provide a common database for the DARPA Spoken Language System
Task (Hemphill et al 90).

Comments

A few observations are made. First, as discussed in the previous section, systems utilising prosody
for pragmatics will be most effective with continuous speech and will also need to model context
appropriately. Second, the use of prosody in this domain could enhance the naturalness of the
human-machine interface. Studies of man-machine interaction have shown human speaker capacity
to adapt to the capabilities of a system, and thus if a machine utilises more sophisticated cues then
speakers are likely to use them. Third, interpreting prosodic features should improve response to
different user intentions and aid dialogue management by providing high level cues to topic shifts and
user intentions, These cues are only occasionally evident in orthographic transcriptions of dialogues
and so prosodic analysis may provide information not available elsewhere in speech.

CONCLUSIONS

This paper has aimed to review the current state of use of prosody in speech recognition systems.
There is growing interest and research in the area and the coming years offer the possibility’ of
prosedy being used to great effect. Prosody is most useful in large vocabulary, continuous speech
systems and in systems with less restrictive grammars than are currently used. Prosody is also
showing potential for improving dialogue management and interpretation of speaker intentions. Key
trends in the field are the development of substantial databases to support research and the use of
more sophisticated processing and classification techniques.
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