PSYCHOPHYS ICS, SPEECH PERCEPTION, AND AUTOMATIC SPEECH RECOGNITION

Louis C.W. Pols

institute of Phonet

ic Sclences
University of Amsterdam, The N

Nether ! ands

ABSTRACT - Research in psychophysics Is malnly concentrated on the
perception of basic characteristics of relatively simple,
stationary, Isolated, sounds. Speech, however, Is a complex,
dynamic, acoustic signal, embedded In context, and |lInguistically -
meaningful. it Is a temptation to try to brldge the gap between
psychoacoustics and speech perception In terms of stimull, methods,
and models used, thus contributing to our knowledge for Improving
automatic speech recognition as well.

INTRODUCT ION

Especially the knowledge~based, or expert, systems In automatic speech
recognition (ASR) require a substantial amount of detailed facts about
speech and |language (e.g. Zue and Lamef, 1986). This Involves the signal
tevel as well as the word and sentence level, including such varliations as
caused by speakers, speaking rate, |inguistic and acoustic context,
emotion, and acoustic environment. For specific applications, part of that
knowledge may be achieved by statlistical means. In fact it is surprising to
see how efficlent knowledge can be represented in hidden Markov chalns and
can be applied for large~vocabulary, singie-speaker, [solated-word, speech
recognition (Jelinek et al., 1985), However, it Is my firm bellef that, In
the long run, it is more efficient to understand the many sources of
variation, rather than introducing |imited domains and describing the
variation In such a specific domain in a stochastic way. Every new source
of variation then requires a completely new tralning phase. Because of the
use of hugh computer power, this approach so far has been rather
successful, whereas the "knowledge-driven approach" stays behind with

[ imited success on partial subtasks only (Glass and Zue, 1986; Pitrellli,
1986; Espy-Wilson, 1986). |t seems to be the fate of speech scientists that
all their speech knowledge, gathered over the last decades, still seems to
be Insufficlent to make a substantial contribution to automatic speech
recognition. We do nevertheless see operational systems, but based on the
engineering approach, the stochastic approach, or the artificial

tntel i lgence annroach,
intelliligence approach.

Unfortunately, | beiijeve that it really Is frue that we have yet
insufficient knowledge about the systematics and (ir)relevance of the
variations in the speech signal and the way we perceive all that
information. Although we do not necessarily have to Imitate the human
speech percelver In order to build a good speech recognizer, such knowledge
will certainly show directions towards solving that technical

problem. Especlally since the human |istener Is such an excellent pattern;,
and more specifically speech recognizer. Contrary fo any existing
recognition system so far, the human |istener is rather insensitive to
background nolse, reverberation or competing volces, to changes from one
speaker to the other, to rate and stress variation, to style, dialect, or
speaking hablts, to grammatica! structure, or to changing prosody.
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HUMAN PERFORMANCE

Let me just give a few examples of the amazing capabilities of the human
| istener to adapt to changing 1istening conditions.

Plomp et al. (1986) recently demonstrated that the speech reception
threshold (SRT), for short sentences agalinst a background of noise with a
speech-11ke spectrum, Is remarkably resistent against a wide range of
different siopes of the communication channel {(from -7 to +10 dB/oct), even
if the slope varies dynamically. This relative insensitivity of the ear to
spectral +1i1t Is a strong indication that It might be more appropriate to
use spectral derlvatives than absolute spectral values In ASR (Pols and
Plomp, 1986).

Another exampie might be the flexibilify with which a human | istener can
Interpret temporal aspects In varlous contextss |ike the duration of the
silent Interval between /s/ and /1/ In order to differentiate between the
Dutch words "slijt" and "splijt* (Pols, 1984), synonymous to the English
example "slit/split". There does not seem to be a simple systematic
behavior in those various contexts, aithough it is most certainiy not
sufficient to use one fixed threshold only,

Another astonishing property of the human observer is his capabillty to

"l isten through the nolse", not just In terms of signal-to~noise ratio but
also In terms of interpreting what might be absent or masked during part of
the acoustic event. Pols (1982), for instance, showed that at SNR = -3 dB
listeners stiil do an excellent job In ldentifying digit sequences, while
even at SNR = =9 dB performance is far better than chance, whereas smal
amounts of noise already strongly deteriorate the performance of ASR-
systems. Plomp (1981) gave some nice examples of Interrupted natural

sounds which were heard contlnucusly when nolse was Introduced in the

gaps. Such experiments, concernlng this so-called continuity effect, show
that the hearing system Is able to restore sound patterns when the duration
of the masked portion does not exceed a few hundred of msecy this must be a
central rather than a peripheral process. The noise paradigm was also
effectively used by us in phoneme Identiflcation experiments (Pols and
Schouten, 1985). No single ASR-system so far has such pattern interpre-
tation capabilities.

Finally | want to mention some recent |istening experiments which we
performed in order to elucidate the role of dynamic events, such as rapid
formant transitions, in speech perception. We will study the perception of
dynamic signals by systematically moving from single- and two-tone sweepss
via single~ and multiple-band sweeps, To natural speech segments, by usling
identification, discrimination, and matching tasks (Pols and Schouten, In
press). At this moment we can only conciude that there is a strong
interaction between stimulus characteristics and task variables, while an
easy Interpretation from psycho-physical results to speech perception
results does not seem to be possible.

HUMAN AND MACHINE MODELS OF SPEECH RECOGNITION

In Table | a global overview Is glven of various types of signals, methods,
models, and units used in research in psychoacoustics, speech perception,
and automatic speech recognition, it is Interesting fo see that especially
at the word recognition level one can notice a trend that modeis for
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automatic speech recognition, |lke HARPY (Lowerre and Reddy, 1980), LAFS
(Kfatt, 1986), and TRACE (McCielland and Eiman,1986; Elman and McCleliands,
1986), and modeis for human word recognition and lexical access, |ike the
word-initial cohort theory (Marsien-Wilson, 1980), are approaching each

other (Pols, In press).

PSYCHOACOUSTICS AND
HEARING

SIGNALS
-simple
-stationary
-lsolated

METHODS
-(masked} thresholds
=jnd
=pitchs loudness,
+imbre, blnaural
perception

MODELS
-peripheral vs.
central processing
-time vs. place pitch
-non-| inearities

UNITS
-feature

SPEECH PERCEPTION

~from single features
to natural speech

-discrimination
=ldentification
~matching

-memory task
~lexical decision
~semantic scal ing
-word gating
~shadow Ing

~-motor theory
-logogen
~cohort
~-trace

-feature
-phoneme
=word initial cohort

AUTOMAT IC SPEECH
RECOGNITION

=comp| ex
~dynamic
~context embedded

~speech enhancement
~endpolnt detection
~-dlstance metrics
-non=-iinear time
normal fzation
-speaker adaptation
-segmentation and
label ing
~lexical access

~template matching

=acoustic-phonetic
approach

-stochastic approach

-blackboard, modufes

~-Boitzman machlines

~-expert systems

=Trace

=Feature

-lexical acccess via
midclasses

-LAFS

~feature
-phoneme
-demlsyllable
-syllable
=word

Table . A global overview of signals, methods, models, and units used
In research In psychoacoustics, speech perception, and automatic

speech recognition,
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